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MATHEMATICAL SCIENCES ’
"PAPER I

Note — (i) This paper contains forty (40) questions, each carrying twenty (20)

marks. The first twenty (20) questlons pertain to mathematics, the
remaining to statistics. _

(t) Attempt any fen questions.

({i) Answer each question in about 300 words (3 pages).

(@ Let f(ix) be continuous on [0, 1] such that fix) > 0 for each x in [O 1].
If J fix)dx = 0 show that f{ix) = ¢ for each x in [0, 1L

(b) Show that f: sn; X dx is convergent, but not absolutely convergent.

_ \ .
Find a complex number 2 such that |z| < '51{)" and €xp [E) =1L

If Az) is a non-constant function analytic in a domain D, continuous on D
and has no zeros in D, prove that |f(2)| attains its minimum value on the
boundary of D and not in its interior.

Let R be a commutative ring with unity.' Find a necessary and sufficient
condition that a homomorphic image of R should be a field.

(a) Show that every compact subset of a metric space is bounded.
(6) Show that every compact subset of a Hausdorff space is closed.

(¢¢ Show that a closed and bounded subset of a metric space need not be
compact. .

Give an example of a metric space in which every closed and bounded
subset is compact.

Find the Galois group of the polynomial x2 + 1 over the field of real numbers.

(@ Let X be a normed linear space. For x, y in X, define p(x, y) = 0 if
x—&andp(x,y)—-[lx y]|+ 1ifx¢y Show that p is a metric on X.
Also show that there is no norm M ii" on X such that | x — ¥ ||' = p(x, ¥)
for %, y in X. :
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10.

11.

®)

(@)

(b)

Let H be a separable Hilbert space. Show that any orthonormal set in
H is atmost countable.

Let {An}:q be a sequence of connected subsets of a topological space

X such that Ay A, # ¢ for ail Bhow that U1 A, is connected.
n=

Show that E = {(x, ) | x e R, » € R, x or y is a positive integer)

is & connected subset of R%,

Draw a connected graph of 7 vertices in which every nonzerc distance is 1,

()

(@)

b

‘23 or 3.
(@

State the Serret-Fronet formulue, giving the tmeaning of each symbol,
occurring in the formulae, Give a necessary and sufficient condition for
a curve to be a plane curve, stating clearly the assumptions you are
making. Prove your result.

If the principal nbrmal'at each point on a curve C is a binormal to some
other curve I' at #ome point on I, prove that & = ¢(z2 + %2), where &
and 1 are curvature and torsion at a point of C and ¢ is a constant.

Using the method of successive approximations, solve the integral equation

o) =1+ [ o) dt,

L]

taking @y(x) = 0. |
Find the eigenvalues and eigen functions of the Sturm-Liouville problem :
Y +ky =0, 50) = 0, ym) = 0.

Reduce the equation

uxx-4xuxy+4x2uw=.0

to canonical form.

Math. Sc.—-1I1. 4



13. For positive integers m, r, s we have m = rs and m and r are sums of two

squares. Prove that s is also a sum of two squares.

14. Show that the transformation given by the equation -

(P*+¢*).Q = tan? £

P =
' p

DO

is canonical. Find its generating function.

15. The strain tensor at a point is

5 -1 -1
- 4

E = 1 _ 0
-1 0 4

Determine : _
® -Tlhe extensional strain at this point in the direction of  + &
(i) Principal strains
@iy Maximum normal strain
(iv) Maximum shearing strain and |
@) h Strain invariants.

16. Test whether the motion specified by

-

2 e Ry k2
(x2 -i-y2+z2)3’2’(:’52_+y2 + 28927 (2 + 3P + 22)32

](k = constﬁnt),

is a possible motion for an incompressible fluid. Also test whether the motion
1s of the potential kind.

17. (@) Find the extremals of the following functional
1 |
Jo@)y = | (% +45%)dx; 30) = &, 5(1) = 1.

Math. Se.—III 5 PTO.



(®)

18. | (q)

()

19. (@)

®

- 20. (@)

®)

Translate the problem of determining an approximate solution of the

Poisson equation

- 622 Pz

Erar

in the rectangle —a¢ < x < a, -b £ y < b, subject to the condition
z = 0, on the boundary to a variational problem.

1

Solve the following integral equation with degenerate kernel :

. _
o(x) - XE sin x cos ¢t ¢(t) dt = sin x.

Solve the equation

gz?z + —?:-3—’2?- =e*cosy
which tends to zero as x — o and has the value cos y when x = 0.
Design a Newton iteration for cube roots and compute 73 correct to 2
decimal digits.
The following data hold for a polynomial p(x). _Fi_nd its degree :

x = -2 -1 0 1 2 3
p) = -5 1 1 1 7 25.

Solve using Laplace transform :

Py,

dx2 dx ay y= 2 cos X,
3 dx x =0 ’

Using Fourier integrals, show that :

_ | 0, if x <:0
J'w :aos:;om-i-cozsmo:m:dm= 2l x=0
0 1+ '

ne* x>0 .

Math. Se—III | 6




21. Explain what is Gomory’s cut met,had of solving an mteger programmmg
problem (IPP). -

Give first step of 1terat1on starting with the given solution for the LPP to
- solve the IPP under cansideration :

Maximize 2x + %y + 8y
subject to
2%y + %y + X3 £ 17

¥t 2y + 3wy <15
o : . . {19 13
*1» Xy, X3 are non-negative integers. Optimal solution for LPP is 305
22.  Solve the following ;
Minimize

(xla xgs xa) 2 1 1 xl-
11 1ijx
11 2)ix)
subject to

Zxp + 2y +xg 2

v
>

iv.
»

X+ X9 + 2-'”3
_ Xp Xg %9 2 0
23. (o) Define a measurable function.

{b) If fis a real-valued measurable function and g is a contintous function
from R to R, show that g o f is also a measurable function.

(© Show that if {15 a real-valued measurable function, |} is also a measurable
“funetion but the eonverse is not necessanly TRUE.

Math. Sc—IIT 7 P.TO.



24,

25.

26.

217.

28.

Define convergence in probability and in the rth mean.

Show that X, — X in the rth mean if and only if

lxn_xlr
T+1X. - XT

—» 0 in probability,

State Liapunov’s central limit theorem (CLT). Find values of 8 for which the

CLT holds for the sequence of independent r.v.s {X;} given by

P[X, -:tn]--———

P| ,,=o]=1-;;-9— \
n=1 2..,6>0,

‘Let (X, Y) be jointly distributed with probability density function (p.d.f)

flx,y) =2 ,0<x<y<«<]1
=0 otherwise,

Obtain the marginal p.d.f.s fg(x) and fy(y) and conditional p.d.fs fy xO 1% and
fx |Y(JC |¥). Hence find V(X Iy)

State Decomposition theorem for a distribution function.
Obtain the component d.f.s for the d.f.F given below ;

0 fxe~1
x+2 if-1sx<0
F(x)=4 4 :
’ 3/4 if0=sx<1
(1 —%e”("n) fxz2l

Obtain the characteristic function of the distribution with density function
fo)=Ce™M P lforx>0,1>0p>0
=90 otherwise.

Hence deduce the characteristic function of a cm-square variable with n degrees
of freedom

Math. Sc—III ‘ ' 8



29. Define UMVUE for a parametric function, Let X,, X,,....., X, be a random
sample from Poisson with parametor 8. Find UMVUE of ¢®, Explain the

theorem used in it.

30. (o) Define :

() Risk function;
() Prior distribution;
(3ii) Posterior diétrihution;

(iv) Bayes risk.

31. Explain what you understand by UMP test. Let X have p.d.f. fix, 6), which
is a member of one parameter exponential family. Then show that a UMP
test of size a0 < & < 1) always exists for testing Hy:0<8,VsH,:06>8,

32. On the basis of n independent observations from a distribution with density

fx; 6)

obtain the likelihood ratio test for testing H, : 8 = 6, against H, : 6 = 8,
If & denates the likelihood ratio, show that under Hy, —2 In A has an exact
central chi-square distribution with two degrees of freedom.

83. Iz &, is & random sample of size n (n > p) from multivariate normal

8@) =

_E""' 021 - g)ﬂ-l 0<0 <1,

[a [B

-9 x>0

0

otherwise,

distribution N(e, %), establish that

1 2 '
T o B
i=1

is maximum likelihood estimate of .

Math. Se—III
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a,f>0.

(b) Let X ~ Binomial (r, 0). Obtain Bayes estimator for 6, using squared
error loss funetion, w.r.t. prior g(0) given by -



34.

36.

37.

pB is estimable ?

Explain what is Gauss-Markov set up (Y, XB, o2I). When does one say that

For a RBD with 2 blocks and 2 treatments, write do‘;vn the model, idehtify
the design matrix X and establish that the difference between the two treatment

effects is estimable.

Define Horvitz-Thompson’s estimator for population total. Obtain its variance
when sampling is carried out as per PPSWOR. How will you proceed to estimate
this variance unbiasedly on the lines suggested by Yates and Grundy ? Discuss
the limitation of this estimator, if any.

- When is a block desigﬂ called BIBD ? For a BIBD with b blocks, & plots

in each block, v treatments, r replications and A as the parameter showing

the number of times any pair of treatments appears in the same block, establish
bz2max (v, v+ r — k)
AMv — 1) = rk - 1). |

Consider a M.C. {X } with state space {1, 2, 3, 4} and TPM

1o o -0 0

1
‘ 2[ B 1-B8 0 0
P =
31 1/3 1/3 i/3 0
4

14 14 1/4 1/4

where 0 <o, P < 1.
Find the .recurrence. class C of the M.C.
Show that
PX,=3or4foralln | X,=4] =0
What is P[X e C eventually | Xo = 4] 7 | |

Math. Sc.—III ) 10



38. (@) Define a branching process X}

(b) ‘If G(s) is the P.G.F. corresponding to a branéhing process with X, = 1,
0 < G(0) < 1, obtain the probability of ultimate extinction of the process
*  in terms of G{g).

© If G(s) =1 3 +1 32 + 1 s find the probability of explosion of the process.
39. Explain the concept of hazard rate. Show that in the Weibull case hazard

rate is increasing or decreasing depends upon the value of the shape parameter.

Determine whether the following distribution is IFR or DFR :
f(x)-—-—, l<x <o,

40. What do you understand by quantity discoimts ? Derive the EOQ formula
for an inventory problem with ordering cost K, inventory carrying cost Cr
per unit item for a month, demand rate D per month and the cost of one

~ unit of item is ¢, \f less than ¢, units are ordered, it is ¢, if at least q, but
less than g, units ‘are ordered and it is cy if at least g, units are ordered.
Explain 1ts implementation,

Math. Sc.—III k o1 'PTO.
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